Lab Instructions: Part I
 Introduction to Scientific Computing
PURPOSES:
· Learn how to subscribe to UNC Research Computing services

· Learn how to access Research Computing facilities from a remote PC desktop

· Get familiar with basic UNIX and AFS commands

1. If you have not done so yet, subscribe the UNC Research Computing services. If you’ve already done this step, go to Step 2.

Go to http://onyen.unc.edu 
Scroll down and click the “Subscribe to services” buttom (2nd in the “Other Services” section). Login with your ONYEN and password. Choose from the following services:

· Altix Cluster services (cedar/cypress.isis.unc.edu) 

· Emerald Cluster access (emerald.isis.unc.edu)

· Mass storage

· P690 computational services (happy/yatta.isis.unc.edu)

2. Change your UNIX shell to tcsh

A UNIX shell is a kernel working environment. There are many UNIX shells in common use, such as bash, ksh, csh, and tcsh. Many scientific applications in AFS package space such as GaussView, Cerius2, SYBYL, Cambridge Database, etc., work only in the C shell environment, which is either csh or tcsh. 

To know which shell you are currently use, type at the prompt on any of the servers

echo $SHELL

The default shell from the ONYEN website is ksh. To change to csh/tcsh, go to the ONYEN website, select the 3rd button, “Change name or shell”, login and then follow the instructions.

3. Access Emerald Server via SecureCRT
Start->Program-> Remote Services -> SecureCRT -> File -> Quick Connect -> Hostname: emerald.isis.unc.edu -> Connect -> Input your ONYEN & password.

4. If you have not done it yet, create your own working directory on /netscr/YourOnyen where “YourOnyen” is your own ONYEN ID. Otherwise, go to the next step.

mkdir /netscr/yourONYEN

DO NOT make other directories at the top /netscr level.

5. Copy serial/parallel hands-on exercise codes from /netscr/training/SciComp to your own scratch directory: 
cp /netscr/training/SciComp/*   /netscr/yourONYEN
6. Get to know basic UNIX and AFS commands

cd, ls, more, whoami, hostname, vi, df –k, du –sk, …

ipm query, tokens, klog, fs lq, fs la, ...

For more info, see
http://help.unc.edu/?id=6020
http://help.unc.edu/?id=215
http://help.unc.edu/?id=5288
Lab Instruction: Part II

Introduction to Scientific Computing
PURPOSES: 
· Get familiar with the Emerald cluster

· Compile simple serial, OpenMP parallel, and MPI parallel FORTRAN/C/C++ codes

· Get to know basic LSF commands

· Submit serial/parallel jobs with serial/parallel queues

· Get to know >200 scientific packages available in AFS package space at /afs/isis/pkg/
All hands-on serial/parallel codes are located at /netscr/training/SciComp. Copy them to your own working directory (if not done so yet):


cp /netscr/training/SciComp/*   /netscr/yourONYEN
Here is the file list:


cpi_mpi.c 


-- simple parallel MPI C code to calculate pi
fpi_mpi.f  


-- simple parallel MPI FORTRAN 77 code to do the same
pi3f90_mpi.f90

-- simple parallel MPI FORTRAN 90 code to do the same

openmp.f


-- simple parallel OpenMP FORTRAN code to do the same

hello++_mpi.cc 

-- simplest parallel “hello world” C++ in MPI
hello.c 


-- serial “hello world” code in C
hello.f 


-- serial “hello world” code in FORTRAN 77
1. Access via X-Win32 or SecureCRT to emerald.isis.unc.edu

See Step 3 or Step 4 in the “Lab Instruction: Part I” for details.

2. If not done so yet, ipm add compiler and MPI packages for serial and parallel code compilation

For FORTRAN 77/90/95, C and C++ compilers, choose one, ONLY one, from the following 4 compilers that have been installed in the AFS package space:

gcc, pgi, intel (intel_fortran, intel_CC), profortran

For MPI  schemes, choose one of the following 2 options available from the AFS package space:
mpich, mpi-lam

       So a total of 8 combinations are possible, but remember to ONLY choose ONE compiler and    

       ONE MPI scheme, and ALWAYS add a compiler first and then MPI.

       We suggest you to choose the following combination (INTEL compilers + MPICH):


ipm add intel_fortran intel_CC mpich
3. Check availability of the just added compilers

ipm query

For intel compilers: which ifc (icc)

For PGI compilers: which pgf77 (pgf90, pgcc, pgCC)

For GNU compilers: which g77 (gcc, g++)

For Absoft ProFortran: which f77 (f90)

MPI commands:


which mpif77


which mpif90


which mpicc


which mpiCC

4. Compile serial FORTRAN/C codes 
For example, with INTEL compilers

ifc -O -o hellof.x hello.f


icc -O -o helloc.x hello.c

5. Compile OpenMP parallel codes in FORTRAN

ifc –openmp -O -o openmp.x openmp.f

6. Compile FORTRAN 77/90, C and C++ MPI parallel codes
mpif77 -O -o fpi_mpi.x fpi_mpi.f 

mpicc -O -o cpi_mpi.x cpi_mpi.c

mpif90 -O -o pi3f90.x pi3f90.f90

7. Get to know basic LSF commands

lsid, bhosts, bjobs, bqueues, bhist, bkill, freecpu, cpufree, bpeek, jle, busers, pending, …

8. Submit via LSF serial and/or parallel codes to the Baobab Beowulf cluster 
For serial jobs:

bsub -q now -R blade ./hellof.x 
bsub -q now -R blade ./helloc.x 
      For OpenMP jobs:


setenv OMP_NUM_THREADS 2

bsub –q now –n 2 –R “span[ptile=2]” ./openmp.x

The “span[ptile=2]” resource flag requires that the two CPUs are from the same node.
For MPICH jobs:
bsub –q now –n 2 –a mpichp4 mpirun.lsf ./cpi_mpi.x

bsub –q now –n 2 –a mpichp4 mpirun.lsf ./fpi_mpi.x

bsub –q now –n 2 –a mpichp4 mpirun.lsf ./pi3f90.x

Use above LSF commands to check job status, progression, etc.

9. Get to know >200 scientific application packages installed at AFS pkg space:

/afs/isis/pkg
   For more info, see


http://its.unc.edu/hpc/applications/index.shtml?id=4237
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